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Summary
• Polynomial eigenvalue decomposition (PEVD) has been pro-

posed for speech enhancement in [1]
• Current algorithms rely on long-term (batch) estimate of statistics
• This work shows first steps towards frame-based implementation

The space-time covariance matrix
Reverberant microphone signal

xm(n) = hT
ms(n) + vm(n)

For M microphones

x(n) = [x1(n), x2(n) . . . , xM (n)]T

Space-time Covariance Matrix
(STCOV)

-2

5

-1600 1600
-2

5

-1600 1600
-2

5

-1600 1600

-2

5

C
o
e
ff
ic

ie
n
ts

 o
f 
z

n

-1600 1600
-2

5

-1600 1600
-2

5

-1600 1600

-2

5

-1600 1600
-2

5

-1600 1600

Index n

-2

5

-1600 1600

Rxx(τ) = E[x(n)xH(n− τ)]

Para-Hermitian Polynomial Matrix

Rxx(z) =

W∑
τ=−W

Rxx(τ)z
−τ
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PEVD-based enhancement
The PEVD of Rxx(z) is [2]

Rxx(z) ≈ UP (z)Λ(z)U(z)

=
[
UP

s̃ (z) UP
ṽ (z)

] [ Λs̃(z) 0
0 Λṽ(z)

] [
U s̃(z)
U ṽ(z)

]
with orthogonal signal, {·}s̃ and noise subspaces, {·}ṽ.
For a single source, the enhanced signal is

y(z) = UP
s̃ (z)x(z)

Batch vs frame-based approaches
Batch processing

STCOV
PEVD

enhance.

x[n] y[n]

STCOV
PEVD

enhance.

x[n] y[n]

Frame-based processing

STCOV
PEVD

enhance.

y[k] y[k-1] ... y[2] y[1]x[1] x[2] ... x[k-1]x[k]

Proposed method
Recursive estimation of the space-time covariance matrix

R̂
k

xx(τ) = αR̂
k−1

xx (τ) + (1− α)Rxkxk(τ) ,

Simulation setup
• Using ULA with 3 microphones, separated by 5 cm
• Target source is located at 90◦ azimuth
• Reverberant room (T60=400 ms) simulated using image-source

method

Experiment 1: Estimation accuracy
• When s(n) is white Gaussian, the ground-truth STCOV is given by

acoustic impulse responses
• Use aggregated normalised projection misalignement (NPM) be-

tween estimate R̂xx(τ) and ground-truth Rxx(τ)

Frame length = 20 ms Frame length = 40 ms

Experiment 2: Impact on speech enhancement
• Male target speaker (IEEE sentence) in isotropic speech-shaped

noise
• No longer possible to establish ground-truth
• Instead compare performance against batch estimate using

beampatterns and speech enhancement metrics

Beampattern examples
(a): Long-term esti-
mate Uopt

s (τ)

(b), (c), (d): Û
k

s(τ)
with α = 0.9 and at
t = {1, 1.84, 3} s

SNR and STOI improvements relative to batch mode

α 0.50 0.80 0.90 0.95 0.975 0.99
∆SNR [dB] 1.29 1.28 1.18 1.08 0.80 0.49

∆STOI 0.01 0.03 0.02 0.01 0.02 0.02

Conclusions
• Showed feasibility of frame-based space-time covariance esti-

mation
• The estimate converges to ground-truth
• The proposed method performs similarly for speech enhance-

ment than previously proposed batch method


